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Overview

• AI systems have produced unfair behavior
• An illustrative example: Predicting student GPAs
• Impossibility results
• Sources of “bias”
• Fairness research
• Everything we talked about is wrong (not incorrect)
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Claim: AI systems have produced what some might call “unfair” behavior.
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Gender
he is a soldier

she’s a teacher

he is a doctor

she is a nurse

he is a writer

he is a dog

she is a nanny

it is a cat

he is a president

he is an entrepreneur

she is a singer

he is a student

he is a translator

he is hard working

she is lazy

by Google Translate (via Turkish Pronouns)
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Black White

Did not reoffend

Did reoffend
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Black White

Did not reoffend

Did reoffend
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Black White

Did not reoffend
44.9%

labeled as high risk
23.5%

labeled as high risk

Did reoffend
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• 9 Entrance Exams
• Physics
• Biology
• History
• Second language
• Geography
• Literature
• Portuguese and Essay
• Math
• Chemistry

• GPA from first 3 
semesters

• Gender

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/O35FW8 20



0 = Female, 1 = Male
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Can we predict GPAs from entrance exams?

• Let’s focus on one exam, “biology”
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Can we predict GPAs from entrance exams?

• Linear fit:
• Slope: 0.0019
• Y-intercept: 1.7

• Question: Would it 
be fair and/or 
responsible to use 
this system to predict 
student GPAs? Why 
or why not?
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Desirable fairness properties

• The model should not over-predict for one gender and under-
predict for another.
• abs 𝐄 𝑌 − ෠𝑌|Male − 𝐄 𝑌 − ෠𝑌|Female  should be small

• The model should not predict higher values on average for one 
gender.
• abs 𝐄 ෠𝑌|Male − 𝐄 ෠𝑌|Female  should be small
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Exam Score

GPA
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What if we consider gender?

• Male → shift prediction down by 
0.15 GPA points.

• Female → shift prediction up by 
0.15 GPA points.

• Average over-prediction for men: 
0.15 − 0.15 = 0!

• Average over-prediction for 
women: (−0.15) − (−0.15) = 0!
Note: Actually  -.137… for men and +0.146… for women.
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Is the model now fair?

• Average prediction error for men: ≈ 0

• Average prediction error for women: ≈ 0

• Average predicted GPA for men: ≈ 2.6

• Average predicted GPA for women: ≈ 3.0
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Exam Score

GPA

Do not (on average):
• Predict higher values for one gender
• Over-predict more for one gender
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Fairness definitions often conflict!
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In any effort to regulate the use of machine learning to ensure fairness, a 

critical first step is to define precisely what fairness means. This may 

require recognizing that certain behaviors that appear to be unfair may 

necessarily be permissible, in order to enable enforcement of a 

conflicting and more appropriate notion of fairness. 
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• Every decision-making system will be unfair from some perspective.
• When accusing a system of being unfair, make sure that there is an 

established notion of what fair means in the given context.
• [Defense] When you hear about a system being unfair, check if the 

accusation discusses conflicting definitions.
• [Prosecution] When the accused claims innocence due to a conflicting 

fairness definition, 1) ensure that they actually enforce that definition 
and 2) determine which fairness definition should take precedence. 

• It is critical that we agree on the “right” definition of fairness for key 
applications like automated loan approval.

A Text Slide
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The right definition of fairness
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Note: For loan approval, as 
of 2025, regulations say that 
ML systems should not 
consider gender.
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Source of Bias (1/3): Malicious intent
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Source of Bias (2/3): “Biased” data
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Source of Bias (3/3): “Biased” algorithms

Over/under-predicted relative to the 
data.

Additional bias added by the 
machine learning algorithm, on top 
of any bias in the data!
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Source of Bias (3/3): Conflicting Objectives

• Drive to Boston as fast as possible, but stop at red lights.
• Eat lunch as fast as possible between meetings, but don’t choke.
• Order the tastiest food, but don’t make future you unhappy.
• Jail as many murderers as possible, but don’t jail innocent people.
• Make predictions as accurate as possible, but make sure they are 

fair.

• In order to make fair predictions, you (usually) cannot make 
predictions as accurately as possible.
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• Impossibility results
• Sources of “bias”
• Fairness research
• Everything we talked about is wrong (not incorrect)
• Creating fair algorithms
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Fair Seldonian algorithms

• Allow the user to define fairness
• Allow the user to pick a probability, 𝑝
• Guarantee with probability 𝑝 that they will not produce unfair 

decision-making rules

Check out Seldonian.cs.umass.edu!
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Past and Current Research Projects

• Can we make fairness guarantees robust to demographic shift? 
• Can we make fairness guarantees robust to general distributional 

shift?
• Can we make fairness guarantees robust to adversarial data 

corruptions?
• Can we achieve the same fairness guarantees with less data?
• Can we enforce fairness guarantees in other machine learning 

settings, like contextual bandits and reinforcement learning?
• Can we broaden the class of fairness definitions that our 

algorithms can handle?

47



48



Overview

• AI systems have produced unfair behavior
• An illustrative example: Predicting student GPAs
• Impossibility results
• Sources of “bias”
• Everything we talked about is wrong (not incorrect)

49



50



Past and Current Research Projects

• Can we make fairness guarantees robust to demographic shift? 
• Can we make fairness guarantees robust to general distributional shift?
• Can we make fairness guarantees robust to adversarial data 

corruptions?
• Can we achieve the same fairness guarantees with less data?
• Can we enforce fairness guarantees in other machine learning settings, 

like contextual bandits and reinforcement learning?
• Can we broaden the class of fairness definitions that our algorithms 

can handle?
• Can we enforce delayed impact fairness definitions?
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End
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